
Atomic-Scale Molecular Dynamics Simulations of DNA−Polycation
Complexes: Two Distinct Binding Patterns
Diana A. Kondinskaia,† Andrei Yu. Kostritskii,† Alexey M. Nesterenko,‡ Alexandra Yu. Antipina,†

and Andrey A. Gurtovenko*,†,§

†Faculty of Physics, St. Petersburg State University, Ulyanovskaya str. 3, Petrodvorets, St. Petersburg 198504, Russia
‡Belozersky Institute of Physico-Chemical Biology, Lomonosov Moscow State University, Leninskie Gory, 1/40, Moscow 119991,
Russia
§Institute of Macromolecular Compounds, Russian Academy of Sciences, Bolshoi Prospect V.O. 31, St. Petersburg 199004, Russia

*S Supporting Information

ABSTRACT: Synthetic cationic polymers represent a promising class of delivery
vectors for gene therapy. Here, we employ atomistic molecular dynamics simulations
to gain insight into the structure and properties of complexes of DNA with four linear
polycations: polyethylenimine (PEI), poly-L-lysine (PLL), polyvinylamine (PVA), and
polyallylamine (PAA). These polycations differ in their polymer geometries,
protonation states, and hydrophobicities of their backbone chains. Overall, our results
demonstrate for the first time the existence of two distinct patterns of binding of DNA
with polycations. For PEI, PLL, and PAA, the complex is stabilized by the electrostatic
attraction between protonated amine groups of the polycation and phosphate groups
of DNA. In contrast, PVA demonstrates an alternative binding pattern as it gets
embedded into the DNA major groove. It is likely that both the polymer topology and
affinity of the backbone chain of PVA to the DNA groove are responsible for such
behavior. The differences in binding patterns can have important biomedical
implications: embedding PVA into a DNA groove makes it less sensitive to changes
in the aqueous environment (pH level, ionic strength, etc.) and could therefore hinder the intracellular release of genetic material
from a delivery vector, leading to lower transfection activity.

■ INTRODUCTION

Interactions of synthetic cationic polymers with nucleic acids
have been of tremendous interest during the past few decades
as these polymers represent a promising class of delivery
vectors for gene therapy.1 In particular, cationic polymers are
efficient in condensing polyanionic DNA/RNA molecules;
hence, they are considered as a reasonable alternative to viral
delivery agents2 (the latter are often characterized by both high
cytotoxicity and immunogenicity).3 Furthermore, synthetic
polycations, being of relatively low production cost, can easily
be designed and tuned to have a specific structure and charge
distribution.1,4

Historically, linear poly-L-lysine (PLL) and polyethylenimine
(PEI) are among the most studied polycations used as gene-
delivery vectors.5 Interactions of PLL with nucleic acids were
studied for the first time in ref 6, with the aim of better
understanding gene expression, as some histones are enriched
with lysine. An additional advantage of PLL is that it is
biodegradable, as its backbone has a polypeptide structure.
Because of the relatively low transfection efficiency of pure
PLL, several block copolymers of PLL with polyethyleneglycol7

and chitosan8 have recently been explored to improve its
transfection properties. As far as PEI is concerned, the polymer
is often considered one of the most efficient polycation

transfection agents.9 Numerous experimental studies have
addressed several important aspects of PEI-based delivery
vectors. In particular, the impact of molecular weight10 and
polymer architecture11 (linear vs branched topology) on
transfection efficiency and cytotoxicity has been considered.
Similar to PLL, several modifications of PEI have been studied,
including copolymers of PEI with polyethyleneglycol12 and
uronic acid13 as well as peptide-conjugated PEI-based
polymers.14 Despite the modifications, both pure PLL and
PEI are often considered important reference polycations for
gene delivery.1

In addition to experimental studies, atomistic computer
simulations have recently been employed to gain insight into
the structure and properties of DNA/RNA−polycation
complexes.15 Following pioneering simulation studies of
interactions of DNA with short polyamines,16,17 most
computational efforts have been focused by far on complexes
of nucleic acids with PLL18−23 and PEI.18,23−25 Overall, it was
shown that the formation of complexes with DNA/RNA
followed the same pattern for both PLL and PEI: the
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complexation was mainly driven by the electrostatic attraction
between protonated amine groups of the polymer and
negatively charged phosphate groups of the DNA molecule.18,24

Furthermore, both PLL and PEI showed some (weaker)
interactions with electronegative atoms of DNA grooves. On
the other hand, PEI, being more flexible compared to PLL,
demonstrated more effective neutralization of DNA charges.18

Most recently, Sammalkorpi et al. reported computational
studies on DNA−polycation decomplexation through the
addition of salt to the polyelectrolyte system (divalent CaCl2
salt was shown to be significantly more effective than its
monovalent counterpart).22,23

It is noteworthy that both PLL and PEI have amine groups in
their backbone chains, which make them hydrophilic even if the
amines are not protonated. Besides PLL and PEI, other types of
polycations have also been synthesized and explored with
respect to their transfection properties. In particular, polyvinyl-
amine (PVA) and polyallylamine (PAA), two linear polymers
with short side chains bearing cationic residues, were
examined;26 see Figure 1 for the chemical structures of the

polymers. It was demonstrated that both PVA and PAA were
efficient in the formation of stable complexes with DNA as well
as in charge neutralization of polynucleotides.26 A markedly
high transfection efficiency was observed in the case of PAA.27

Both PVA and PAA have a hydrocarbon backbone chain, which
makes them different from PLL and PEI as far as the
hydrophobicity of the main chain is concerned. Therefore, one
can expect that the microscopic structure and properties of
DNA−polycation complexes could differ for these two classes
of cationic polymers. The possible differences can be unlocked,
for example, with the use of computer modeling along with
models of high resolution. However, to the best of our
knowledge, no computer simulation studies have been reported
so far for polycations with hydrocarbon backbone chains, such
as PVA and PAA.
To compensate for the lack of such studies, in this work we

employ atomic-scale molecular dynamics (MD) simulations to
gain insight into the structure and properties of complexes of
DNA with cationic polymers that have different types of
backbone chains. In particular, complexes of DNA with four

polycations (PLL, PEI, PVA, and PAA) were studied and
systematically compared. The use of long MD simulations (up
to 1 μs) allowed us to distinguish two binding patterns in
DNA−polycation complexes. In addition to the previously
observed binding due to the electrostatic attraction between the
cationic residues of the polymers and phosphate groups of
DNA, we found that polymers with a hydrocarbon backbone
chain (PVA) can also get embedded into the major groove of
DNA.

■ METHODS

We have performed atomic-scale MD simulations of a short
double helix of DNA with four different cationic polymers: PEI,
PLL, PVA, and PAA; see Figure 1 for the chemical structures of
the polymers. Each simulated system consisted of a DNA
fragment and a polymer chain. A widely studied Dickerson
dodecamer28,29 (d(CGCGAATTCGCG)2, 12 base pairs, total
charge of −22e) was chosen as the DNA fragment; see Figure
S1 for the numbering of atoms of DNA bases. The initial
configuration of DNA was taken from ref 30. Each cationic
polymer consisted of 20 monomer units. Because of the current
limitations of computational models of high resolution, the
DNA fragment and polymers are much shorter than those
considered in experiment. Such small molecules are well suited
for studying atomic-scale details of DNA−polycation inter-
actions, although some care should be taken to eliminate
possible end effects.
A DNA−polycation system was solvated in water, and the

number of water molecules varied from ∼11 000 (PEI and
PVA) to ∼16 500 (PLL and PAA). An appropriate number of
DNA and polycation counterions (Na+ and Cl− ions) was
added to the systems to achieve electroneutrality. The total
number of atoms amounted to ∼34 000 for PEI and PVA
systems and ∼51 000 for PLL and PAA systems; see Table 1 for
details.
The protonation state of polycations depends on the pH of

the aqueous solution. As classical MD simulations are not
suited to control pH, the pH level has to be fixed before the

Figure 1. Chemical structures of the polycations used for complex-
ation with DNA: (a) PEI, (b) PLL, (c) PVA, and (d) PAA. The
polymers in fully deprotonated states are shown.

Table 1. Simulated DNA−Polycation Systems

polycation run number simulation time [ns] number of atoms

PEI 1 1000 34 046
2 800 34 075
3 400 34 037
4 400 34 085

PVA 1 800 34 076
2 400 34 109
3 200 34 109

PLL 1 500 51 223
2 300 51 196
3 300 51 211

PAAa 1 700 51 260
2 500 51 281
3 200 51 257

PAA (50%)b 1 500 51 242
2 250 51 239
3 250 51 254

PEI-Cac 1 700 32 858
PVA-Cac 1 700 32 888

a20%-protonated PAA. b50%-protonated PAA. cA DNA−polycation
system with 1 M CaCl2.
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beginning of the simulations. In particular, this implies that our
simulations are not able to address the possible changes in
protonation upon formation of a DNA−polycation complex. In
this work, we chose to consider physiologic conditions (pH 7).
Under these conditions, each monomer unit of PLL is
protonated, whereas the protonation level of PEI is close to
50% (every other monomer is protonated).31,32 As far as the
protonation level of polymers with hydrocarbon backbone
chains is concerned, it is 50% for PVA33 and 20% for PAA.31

The distribution of protonated and deprotonated monomers
for all four polymers is shown in Figure S2. Furthermore, for
the sake of comparison with PEI and PVA systems, we also
performed simulations with 50%-protonated PAA; see Table 1.
Therefore, the polymers differ not only in their chemical
structures but also in their protonation states.
DNA was described in the framework of the AMBER

parmbsc0 force field,34 whereas the AMBER99 force field35 was
used for all cationic polymers. Partial charges for PLL were
taken from the AMBER99 force field. Water was represented by
the TIP3P model.36 As standard AMBER force-field parameters
for monovalent ions (Na+ and Cl−) are known to give rise to
serious artifacts, we chose to use an improved set of ion
parameters, developed in ref 37. For Ca2+ ions we used
standard AMBER parameters.
The partial charges of PEI, PVA, and PAA were obtained

using ab initio calculations, according to the following protocol.
Four trimers were constructed from protonated (“P”) and
deprotonated (“D”) monomers: DDD, DPD, PDP, and PPP.
The geometry of each trimer was first optimized with
RDFT(B3LYP5) in the SBKJC basis set with an effective
core potential;38 the basis set was then extended to 6-
31G(1p,1d). The Firefly software (version 8) was used for all
ab initio calculations.39 The electrostatic potential was
computed in the 6-31G(1p,1d) basis set with the MP2 theory
level at a Connolly surface near each trimer in its optimized
geometry. Such an approach is recommended for parameter-
ization of the AMBER force field.40 Finally, partial charges were
fit to reproduce the ab initio electrostatic potential; the RESP
algorithm41 was used for fitting. All partial charges of PEI, PVA,
and PAA are listed in the Supporting Information.
The systems were simulated in the NPT ensemble at P = 1

bar and T = 300 K. A velocity-rescaling thermostat was used to
control the temperature.42 The pressure was kept constant
using an isotropic Parrinello−Rahman barostat.43 The particle-
mesh Ewald method was used for handling electrostatic
interactions.44 A cutoff of 1 nm was set for Lennard−Jones
interactions. The time step was 2 fs. The Gromacs 4.5.6 suite
was used in all simulations.45

Before actual simulations of the DNA−polycation systems,
the DNA fragment and polycations were well equilibrated
separately in aqueous solution. These simulations provided us
with a number of pre-equilibrated samples of DNA and
polymers, which were taken for building up the initial
configurations of complexes. The initial distance between a
DNA fragment and polycation was set to 1 nm (the distance
was measured between the closest DNA and polymer atoms).
Each production run is preceded by energy minimization, and a
short run with position restraints applied to both DNA and the
polymer.
To improve the statistical reliability of the results, MD

simulations of DNA−polycation complexes were repeated
independently several times for each polycation. Simulations
of DNA−PEI systems were repeated four times, whereas

simulations of complexes of DNA with the rest of the
polycations were repeated three times for each polymer; the
simulation time of individual runs varied from 200 ns to 1 μs;
see Table 1. Furthermore, we used different samples of DNA
and polycations to make individual runs statistically independ-
ent. Throughout the paper, we chose to present the results for
only one system per polycation, namely, for PEI-1, PVA-1,
PAA-2, and PLL-1 systems. Most of the results (unless stated
otherwise) hold for the rest of the simulation runs for a
particular DNA−polycation system, with the exception of some
end effects, which are considered artifacts.
To complement our study, we also performed two additional

simulations of complexes of DNA with PEI and PVA in the
presence of 1 M CaCl2 salt; see Table 1. As starting
configurations, two stable complexes were chosen (the PEI-1
system at t = 1 μs and PVA-1 system at t = 650 ns). Simulations
of the systems with CaCl2 salt were 700 ns long.

■ RESULTS
Kinetics of DNA−Polycation Complex Formation. The

four types of polycations considered in this work differ in both
polymer geometry (see Figure 1) and protonation level. As all
of the polymers consist of 20 monomer units, differences in
their protonation can directly be related to the overall charge of
the polycations. The total charges of PLL and PAA amount to
+20e and +4e, respectively. In turn, PEI and PVA, with the
same protonation level of 50%, carry an overall charge of +10e
each. Given that the total charge of a DNA dodecamer is −22e,
for all four polymers, one can expect electrostatically driven
formation of a DNA−polycation complex. As seen from the
time evolution of the distances between the centers of masses
(COMs) of a DNA fragment and polymer, this is indeed the
case (see Figure 2).

Interestingly, the initial formation of a DNA−polycation
complex is a relatively fast process. The complexation rate can
directly be related to the overall charge of the polycation. In
particular, it takes only ∼2 ns for a highly charged PLL to form
a complex with DNA, whereas for PAA (a polycation with the
lowest charge), the time required for initial complexation
exceeds 20 ns; see Figure 2 (inset). PEI and PVA form

Figure 2. Time evolution of the distances between the COMs of a
DNA fragment and polymer. Results for the PEI-1 (black line), PVA-1
(red line), PAA-2 (green line), and PLL-1 (blue line) systems are
shown. The inset shows initial 30 ns long parts of MD trajectories.
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complexes with DNA within ∼5 ns; that is, they show an
intermediate behavior in line with the value of their total
charge. We note that these complexation times will depend on
the initial distance between DNA and the polycation; hence,
they should be used only for the sake of comparison of the
relative complexation rates for different polymers.
Overall, the time evolution of the distances between the

COMs of DNA and a polycation allows us to unlock some basic
features of the complexation process. In particular, PLL forms
the most stable complex with DNA in terms of fluctuations of
its COM with respect to the COM of DNA; see Figure 2. This
is most likely due to the very large positive charge of PLL. In
contrast, the corresponding characteristics measured for PAA,
the polymer with the smallest charge, exhibit very large
fluctuations. Visual inspection shows that binding of PAA to
DNA is rather weak and unstable. Although complete
decomplexation is not observed, one can witness the states
when a polymer is bound to DNA by only one chain end; this
seems to be typical for the initial part of the trajectory.
Additionally, the large fluctuations are linked to the ability of
PAA to slide along DNA; see below. In turn, PEI and PVA
show intermediate behavior: the local fluctuations of the
distance between the COMs of DNA and the polycation are
notably smaller than those for PAA. However, there is an
important difference between these two polycations with a
protonation level of 50%. Visual inspection of the MD
trajectories shows that a PEI chain in a complex is mainly
lined up along the phosphate groups of DNA (starting from
∼175 ns), whereas a PVA chain shows such a behavior only
during the initial period of the simulations (until ∼350 ns). At
longer times, the polycation loses tight contacts with the
phosphate groups of DNA and eventually gets embedded into
the major groove of the DNA double helix. We note that such
embedding is seen in all three simulations with PVA; see Table
1.
To further characterize the dynamic properties of DNA−

polycation complexes, we focused on the time evolution of the
distances between the COMs of DNA and a polycation along
the DNA helical axis. As a DNA dodecamer is not a rigid helix,
we utilized the following approach. We chose four DNA bases
in the middle of the dodecamer (adenine, thymine, and their
complementary bases) and treated them as rigid. For four
atoms of the chosen bases (C5 atoms), we calculated the
coefficients for the DNA helical axis equation, identifying
thereby the direction of the DNA helical axis in every frame of
simulations. The results are presented in Figure 3.
The position of zero on the Y axis of Figure 3 corresponds to

the COM of DNA. Correspondingly, the position of the COM
of the polycation along the helical axis of DNA can be
characterized by either positive or negative values. Figure 3
shows that PAA can slide freely along the DNA dodecamer
from one side to another, which is again a signature of weak
binding of the PAA polymer due to a low protonation level. In
contrast, the position of the COM of a tightly bound PLL is
only able to oscillate around some constant value. The
backbone chain of PLL can move with respect to its relatively
long side chains, thereby leading to a rather large magnitude of
oscillations; see Figure 3. Additionally, as some of the PLL side
chains stay in the water phase and are not bound to DNA (see
the next Section), these side chains also can contribute to the
COM movement of PLL along the helical axis of DNA. As far
as PEI is concerned, one can observe its slow movement along
the dodecamer, accompanied by relatively small local

fluctuations. Finally, Figure 3 shows that PVA demonstrates a
similar behavior for the first 300 ns. At longer times, PVA slides
to the central part of the dodecamer and stays there for the rest
of the simulation run. As mentioned above, this corresponds to
the embedding of PVA into the major groove of DNA.
The mobility of a polycation along the dodecamer can

further be characterized through the mean-square displacement
of the polycation along the helical axis of DNA. To improve the
accuracy, we divided the MD trajectories for DNA−polycation
systems into blocks of 10 ns and computed the mean-square
displacement separately for each block. The resulting mean-
square displacements averaged over full trajectories, with the
exception of the first 100 ns, are shown in Figure 4. As one can

see, the mobility of PAA is the highest, in line with the
conclusions made on the basis of Figure 3. PLL and PEI show
some intermediate behavior. Remarkably, the mean-square
displacement of PVA along the DNA is considerably smaller
than that of the other polycations; see Figure 4. Therefore, one
can conclude that embedding into a major groove of DNA

Figure 3. Time evolution of the distances between the COMs of DNA
and the polymer along the DNA helix (see text for details). Results for
the PEI-1 (black line), PVA-1 (red line), PAA-2 (green line), and PLL-
1 (blue line) systems are shown.

Figure 4. Mean-square displacements of the polycations along the
DNA helix. Results for the PEI-1 (black line), PVA-1 (red line), PAA-2
(green line), and PLL-1 (blue line) systems are shown.
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leads to pronounced immobilization of a polymer, most likely
due to steric restrictions within the DNA groove.
Structure of DNA−Polycation Complexes. Binding of a

polycation to a DNA dodecamer could potentially affect the
conformation of the DNA. The initial reference structure in our
study was a fragment of DNA in the canonical B-form. In a
control (polycation-free) simulation of a DNA dodecamer in
aqueous solution, the average root-mean-square deviation
(RMSD) from the reference B-form structure was found to
be 0.22 ± 0.04 nm, in agreement with ref 34. In Figure 5, we

show the time evolution of the RMSDs for selected DNA−
polycation systems (note that two base pairs on both DNA
ends were excluded from the RMSD calculations to eliminate
possible end effects). As one can see, formation of a complex
with a polycation does not have an impact on the secondary
structure of DNA for all considered cationic polymers. In some
cases (e.g., for a PLL system), the average RMSD value is even
somewhat smaller than that for a pure DNA system. An
increase in the RMSD at the end of a MD run for the PVA-1
system (see Figure 5) should be considered as an artifact, as it is
caused by breakage of hydrogen bonds within the G−C base
pair at the end of the DNA. This defect is stabilized by a tight
contact formed between the unwound guanine base and a
protonated amine group of PVA and propagates to a base pair
next to the unwound one, giving rise to an increase in the
RMSD for the PVA-1 system at t > 700 ns.
The radial distribution function (RDF) represents another

important quantity that is able to provide insight into the
structure of a DNA−polycation complex. In Figure 6 (top), we
show the RDFs for nitrogen atoms of the protonated amine
groups of the polycations and phosphate atoms of DNA for
complexes with PEI, PLL, and PAA (the first 100 ns were
excluded from each MD trajectory for RDF calculations). For
all three polycations, we observe a pronounced peak in the
RDF, which implies a strong electrostatic attraction between
the oppositely charged amine groups of the polymer and
phosphate groups of DNA. The very similar shapes and heights
of the RDF peaks for different cationic polymers highlight an
important role of N−P interactions in stabilizing their
complexes with DNA. Besides the phosphate groups of DNA,

the protonated amine groups of polycations also can interact
favorably with some electronegative atoms in DNA grooves; see
Figure S1 for the numbering of the atoms of DNA bases. In
particular, one can observe pronounced RDF peaks of the
amine groups with O6 oxygen atoms of guanine bases (PLL
and PAA) and N7 nitrogen atoms of adenine bases (PEI); see
Figure 6 (bottom) (we note that in the case of systems with
PAA a pronounced RDF peak for the O6(G)−N+ pair is
observed only for the PAA-2 system). It is noteworthy that PEI
has the weakest interactions with DNA grooves (i.e., the
shortest RDF peak in Figure 6 (bottom)), which is a signature
of the preferential binding of PEI with the phosphate groups of
DNA.
The situation for complexes of DNA with PVA is completely

different. As discussed above although PVA does interact with
the phosphate groups of DNA in the initial part of the
trajectory, it eventually ends up in the major groove of DNA.
This can directly be seen by inspecting the RDFs between
protonated amine groups of PVA and phosphate groups of
DNA, which are calculated over different time intervals; see
Figure 7. In the initial part of the MD trajectory (200−400 ns),
one can see a pronounced RDF peak similar to that for the rest
of the cationic polymers; see Figure 6. However, at longer times

Figure 5. Time evolution of the RMSD of DNA from the reference B-
form structure in a DNA−polycation complex. Results for the PEI-1
(black line), PVA-1 (red line), PAA-2 (green line), and PLL-1 (blue
line) systems are shown.

Figure 6. RDFs for nitrogen atoms of the protonated amine groups of
the polymers with phosphate atoms (top) and selected electronegative
atoms in the grooves (bottom) of DNA. Results for the PEI-1 (green
line), PAA-2 (red line), and PLL-1 (black line) systems are shown.
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(400−600 ns), PVA leaves the phosphate groups and gets
embedded into the major groove of DNA; hence, the
corresponding RDF peak disappears. Such embedding into
the DNA groove should also be observed in the RDFs of the
amine groups of PVA with selected atoms of the major groove.
Indeed, Figure 8 confirms that the corresponding RDFs are
sensitive to the time interval used for calculating the RDFs. All
in all, we found that the protonated amine groups of PVA
interact mostly with N7 nitrogen atoms and O6 oxygen atoms
of guanine bases and O4 oxygen atoms of thymine bases in a
DNA groove. In the time interval from 200 to 400 ns, the
amine groups of PVA interact preferably with the phosphate
groups of DNA; hence, the RDFs in Figure 8 (top) are
characterized by relatively small first peaks. However, when
PVA is embedded into the DNA groove, the peaks become
much higher and more pronounced, indicating thereby stronger
interactions between the polymer and major groove of DNA. It
should also be noted that all of the mentioned atoms in the
groove have a relatively large negative charge (approximately
−0.55e each); hence, electrostatic attraction should play a
certain role in the embedding of PVA into the major groove.
Another interesting aspect of a DNA−polycation complex is

the effect of polymer geometry on the size of the complex.
Inspection of Figures 6 (top) and 7 shows that the positions of
RDF peaks for protonated amine groups and phosphate groups
of DNA coincide for all four polycations so that steric effects
due to differences in chain geometry do not have an impact on
the binding distance between the protonated polymer groups
and DNA. Therefore, all of the differences in binding that are
observed for the COMs of the polymers and DNA (see Figure
2) can directly be linked to polymer geometry. Averaging of
these distances over MD trajectories (with the exception of the
first 100 ns) gives 0.5 ± 0.2, 0.8 ± 0.2, 1.1 ± 0.2, and 1.3 ± 0.1
nm for PEI, PVA, PAA, and PLL, respectively. Remarkably,
there is a direct relation of the compactness of a DNA−
polycation complex with the length of the side chains; see
Figure 1: the shorter the side chains, the more compact the
complex. We also note that as far as DNA complexes with PEI
and PLL are concerned, this finding is in qualitative agreement
with that of an earlier computational study.18

Finally, we considered the time evolution of the number of
contacts between the protonated amine groups of polycations
and the phosphate groups of DNA. The calculations were
performed in line with ref 46. First, we calculated the
corresponding RDFs and identified the radii of the first
coordination shells (defined as positions of the first RDF
minima). The number of contacts was then calculated by
counting the number of appropriate atoms within the first
coordination sphere. The corresponding numbers of contacts
for selected systems are shown in Figure 9.
The first interesting feature of Figure 9 is the fact that the

number of N−P contacts for PEI slightly exceeds the
corresponding quantity for PLL (we recall that the total
number of protonated amine groups of PLL is 2 times larger
than that for PEI). This can be explained by the flexible nature
of PEI because of which it can line up along many phosphate
groups of DNA. In contrast, PLL is a bulky polymer with a
relatively high linear charge density; hence, many of its side
chains cannot access DNA phosphates and stay in aqueous
solution.
The very small number of P−N contacts for PAA is due to

the small overall charge of the polymer (+4e). In contrast, the
total charge of PVA is the same as that for PEI. However, we
observe a considerably smaller number of P−N contacts in the

Figure 7. RDFs of nitrogen atoms of the protonated amine groups of
PVA with phosphate atoms of DNA. Results averaged over different
periods of MD simulations of the PVA-1 system are shown: 200−400
ns (black line) and 400−600 ns (red line).

Figure 8. RDFs of nitrogen atoms of the protonated amine groups of
PVA with selected electronegative atoms in the DNA grooves. Results
averaged over different periods of MD simulations of the PVA-1
system are shown: 200−400 ns (top) and 400−600 ns (bottom).
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case of PVA due to the above-mentioned embedding of the
polymer into the major groove; see Figure 9. This is particularly
pronounced in the time interval from 450 to 650 ns during
which one can observe even a complete loss of P−N contacts;
hence, only interactions between the polymer and major groove
of DNA are responsible for the stability of the complex. We
note that such a behavior was witnessed for all three PVA
systems; see Table 1.

■ DISCUSSION AND CONCLUSIONS
As synthetic cationic polymers represent a promising class of
delivery vectors for gene therapy, in this study we employed
atomistic MD simulations to get a molecular-level insight into
the structure and properties of complexes of DNA with various
polycations. We considered cationic polymers with two
different types of backbone chains. The first type of polymers
(PEI and PLL) is characterized by the presence of amine
groups in their backbone chains. Polymers of the second type
(PVA and PAA) have a hydrocarbon main chain. It should be
stressed that our work is the first in which complexes of DNA
with PVA and PAA were studied using atomic-scale MD
simulations. It is noteworthy that the differences in the
chemical structure of these four polycations (see Figure 1)
are not only in the polymer geometry but also in the
protonation state. In particular, under physiologic conditions,
the protonation levels of PEI, PLL, PVA, and PAA were 50,
100, 50, and 20%, respectively, in line with the experimental
data available.
Overall, for all of the polycations in question, the initial

formation of a complex with DNA is driven by the electrostatic
attraction between the protonated amine groups of the
polycation and phosphate groups of DNA (N−P contacts).
This is in line with earlier MD studies of complexes of DNA
with polycations.15,18,21,24,25 The stability of the resulting
complexes in terms of the overall number of N−P contacts
depends on both the protonation state and the polymer
topology. In particular, it comes as no surprise that PAA,
carrying the lowest charge among the polymers, forms the
weakest complex with DNA. In turn, complexes of DNA with
PLL and PEI are found to be characterized by approximately

the same numbers of N−P contacts, despite the fact that the
overall charge of PLL is 2 times larger than that of PEI. This is
most likely because of the geometrical differences in these
polymers. PEI is a linear flexible polymer that is able to line up
along the phosphate groups of DNA. In contrast, PLL is rather
bulky; hence, some of its side chains cannot access the negative
charges of DNA.
Interestingly, the above binding pattern of N−P contacts

stays unchanged in complexes of DNA with PEI, PLL, and
PAA. However, PVA demonstrates an alternative pattern of
binding to DNA: after an initial period of relatively stable N−P
contacts, the polymer gets embedded into the major groove of
DNA, thereby leaving the phosphate groups of DNA; see
Figure 10. We found that the protonated amine groups of PVA

interact favorably with several electronegative atoms of the
major groove after embedding. To the best of our knowledge,
such a pattern of binding of a polycation to DNA is reported
here for the first time.
In general, one can think of two possible factors that could

potentially lead to the embedding of a polycation into the DNA
major groove. First is the affinity of the backbone chain of the
polymer to the DNA groove. PVA has a hydrocarbon main
chain that is more hydrophobic than that of PLL and PEI; this
hydrophobicity could promote embedding of PVA into the
groove. However, such an effect is not observed in the case of
PAA, another polycation with a hydrocarbon backbone chain.
One could argue that PAA is not able to form stable complexes
with DNA due to its small overall charge. To gain insight into

Figure 9. Number of contacts of protonated amine groups of
polycations with phosphate groups of DNA. Results for the PEI-1
(black line), PVA-1 (red line), PAA-2 (green line), and PLL-1 (blue
line) systems are shown.

Figure 10. Snapshots of the initial and final structures of DNA−
polycation complexes for the PEI-1 system (t = 0 ns (a) and t = 1 μs
(b)) and PVA-1 system (t = 0 ns (c) and t = 650 ns (d)). Visualization
is made using the VMD package.47
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the role of the protonation level, we increased the PAA
protonation to 50% (the same level as that for PVA) and
performed a series of additional simulations; see Table 1. It
turned out that PAA still showed only a binding pattern related
to N−P contacts, and no polymer embedding into the major
groove was observed. This implies that besides the hydro-
phobicity of the backbone chain, the overall polymer geometry
also plays a crucial role: as PVA has small side chains (they are
shorter than those of PAA), it could better fit into the major
groove of DNA.
The striking difference in binding patterns that is found for

PEI and PVA, two polymers of the same protonation level
(Figure 10), has some important biomedical implications. As
complexes of DNA and PEI are governed mainly by N−P
contacts, they should be much more sensitive to changes in the
aqueous environment compared to complexes with PVA (pH
level, salt ions, etc.). To explore this, we carried out two
additional simulations of stable complexes of DNA with PEI
and PVA in the presence of 1 M CaCl2 salt; see Table 1. Such a
high salt concentration should screen effectively the electro-
static interactions between charged residues of DNA and
polycations, thereby weakening their binding. In both cases, we
were unable to observe complete decomplexation during 700
ns; for PEI (protonation level 50%), this conclusion is in line
with the findings of an earlier study.23 However, we found that
adding a divalent salt differently affects the average number of
contacts between the phosphate groups of DNA and
protonated amine groups for the two polymers: 6.2 ± 2.0
(8.9 ± 1.6) for PEI versus 2.2 ± 1.1 (2.8 ± 1.8) for PVA for
systems with (without) a divalent salt. Therefore, it is seen that
the response of a PVA−DNA complex to salt ions is indeed
much weaker compared to that of a DNA complex with PEI, a
linear cationic polymer of the same protonation level.
The fact that PVA responds only weakly to the changes in

aqueous solution implies that the intracellular release of genetic
material from a delivery vector could be considerably hindered,
leading to insufficient gene expression and correspondingly to
lower transfection activity. Remarkably, this theoretical
prediction is in line with the experimental results: it was
indeed shown that the transfection activity of PVA is much
lower than that observed, for example, for PAA.27 Therefore,
our study provides a molecular-level basis for the above
experimental finding.
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